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are requested to open the booklet and verify it:
(i) To have access to the Question Booklet, tear off the paper seal on the edge of this cover page.
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This paper consists of fifty (50) multiple-choice type questions. All the questions are compulsory. Each question
carries two marks.

Each Question has four alternative responses marked: @ @ @ You have to darken the circle as

indicated below on the correct response against each question.

Example: @ . @ where @ is the correct response.
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Do not tamper or fold the OMR Sheet in any way. If you do so, your OMR Sheet will not be evaluated.

You have to return the Original OMR Sheet to the invigilator at the end of the examination compulsorily and
must not carry it with you outside the Examination Hall. You are, however, allowed to carry question booklet
and duplicate copy of OMR Sheet after completion of examination.

Use only Blue/Black Ball point pen.
Use of any calculator or log table or mobile phone etc. is strictly prohibited.
There are no negative marks for incorrect answers.
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1. Let X be a metric space such that the total
number of open sets of X is n. Then a possible value
of nis

(A) 1012
(B) 1024
(C) 1036
(D) 1089

2. The solution of
$(x) = cosx + A [ sinx ¢ (§)dE, A # 2 is
(A)
(B)
©)
(D)

sinx
—sinx
cosx
—CoSsx

3. The condition on p and g such that

P gin L
f(x)={x sin—, x#0
0, x=0

18 continuous

A)p>q

B) p<gq

©) p*=gq

(D) for any value of p and q

4. The characteristic root of a Skew Hermitian

matrix is
(A) O
(B) complex number
(C) non zero real
(D) either O or a purely imaginary number.

5. Choose which does not hold in a group.

(A) Every element of a finite group is of finite
order.

(B) The order of each non-zero element of
{Z, +} is finite.

(C) If 0(a) =n,a € G, then a,a? a3, ...,a"
are distinct elements of the cyclic group
G.

(D) If 0(a) =n,a € G and a™ = e, then n is
a divisor of m.
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6. Which of the following is false?

(A) For a subset A of a metric space (X,d),
the set {x € X:d(x,A) = 0} is a closed
set.

B) If f:(X,d)—> (Y,d;) is a continuous
function and (X, d) is complete, then so is
¥, dy).

(C) A complete metric space need not be
totally bounded.

(D) Closure of a bounded subset in a metric
space is bounded.

7. Let A be a 7x7 real matrix and the sum of the
entries of each row of 4 is 1. Then the sum of all the
entries of the matrix A7 is

A) 7
(B) 49
© 7
D) 1
8. Let A be a real symmetric matrix of order n.
Then
(A) 1 +Ais singular.
(B) I —A is singular.
(C) 1 +Ais singular and I —A is non-singular.
(D) I, +A and I —A are both non-singular.

9. Which of the following sequence of functions
(f) is uniformly convergent on [0,1]?

(A) fo(x) = nxe ¥’

(B) frlx) =x""t —x"
(©) fr(x) =nx(1—x?)"
D) fro(x) = —=

1+n2x2

10. Which of the following is false?

(A) The zeros of an analytic function are
isolated points unless it is identically
Zero.

(B) The derivative of an analytic function is

also analytic.

A bounded entire function must be
constant.

©

(D) A non-constant analytic function maps
closed sets into closed sets.
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11. Which one is not correct?
(A) The characteristic of a field is an even
number.
(B) The characteristic of an integral domain is
either zero or a prime number.
(C) For every prime
ring {Z,, ®,O} is an integral domain.

(D) The set of matrices {(—ab 2) ra,b € ]R}

is a field under matrix addition and
matrix multiplication.

number n, the

12. The residue of f(z) = e~zatz=0is
(A) O
B) 1
© -1
(D) %2

13. Let A,B be finite sets with |A| =m and
|B| = n; then the number of non-constant functions
from A into B is

(A) m"—n
B) n™ —n
C) n"™—m
D) m"—m

14. Let G be a group with |G| =200. H is a
subgroup of G such that H is not cyclic and H does
not contain any element of order 2. Then |H| =

(A) 8
(B) 20
(C) 25
(D) 40

o0
15. The series Y s
n=1n(1+ nx)2
(A) convergent on [0,1] but not uniformly.
(B) divergent on [0,1].
(C) uniformly convergent on [0,1].
(D) None of the above

16. Find lim S0827C082¥

x—>-1 42 ~|x]

(A) sin2
(B) —sin2
(C) 2sin2
(D) —2sin2

17. Which one of the following is true?

(A) If A is a real square matrix such that
(I + A)~1(I — A) is skew symmetric then
A is orthogonal.

(B) If A is real orthogonal matrix of order
nxn with det A =—1,then A+ 1, is a
non-singular matrix.

(C) There exists a real skew-symmetric
matrix of rank one.

(D) If A and B are n X n equivalent matrices,
then A% and B? are also equivalent.

18. Let x,y be linearly independent vectors in R?
and T:R? » R? be a linear transformation such that
Ty = ax and Tx = 0, then with respect to some basis
in R?, T is of the form

a0
(A) (0 a),a >0
a0
0b

1
)
0
y
19. Tick which one is not correct.
(A) The set of all linear combinations of a

finite subset S of a vector space V over F
is the smallest subspace of V containing S.

(B) ),a,b>0;a¢b

D)

(
© (
(

= o OO

(B) If S,T are two finite subsets of a vector
space V with SCT, then L(S) < L(T).

(C)Let VER®, S={apf} and
T ={a, B a+p}, a,B €R",  then
L(S) # L(T).

D) If u=(111), v=(1,0,1), then the set
{u, v} is linearly independent.



20. Let V be a vector space of all real 3x3 matrices
and let A be a diagonal matrix with eigen values 1, 2,

3. Suppose that a linear transformation T:V — V is
defined by T(X) = % (AX + XA). Then determinant of
T is
1125
(&) =~
675
B) —
625
© =
1225
D) =~

sinnx

21. The Series Y,

(A) convergesnuniformly on [5, 2rn —5].

(B) converges uniformly on [10, 2z — 10].
(C) converges uniformly on E,%n]
(D) does not converge uniformly.

22. Which one of the following is false?

(A) If f:R— R is a differentiable function
such that [f’| is bounded, then f is
uniformly continuous.

(B) Let p(x) be a real polynomial such that
all the roots of p(x) =0 are real and
distinct. The all roots of p'(x) =0 are
real.

(C) Every continuous function
f:[10,20] - [10,20] has a fixed point.
(D) Let f:[0,00) — [0, ) be a function such

that f(x+y)=f(x)+ f(y)vx,y =0,
then f(x) = ax, for some constant a.

23. Let f:R—> R be a two times continuously
differentiable function that statisfies the differential
equation f@ +fM =F for all xe€[0,1]. If
f(0) = f(1) =0, then

(A) there exists (a,B) < (0,1) such that
f(x) > 0in (a,B).

(B) there exists (a,B) < (0,1) such that
f(x) <0in (a,B).

(©) f(x)=0in]0,1].

(D) such function does not exist.

1515-11

24. The solution of z = pq, where z is a complex
number, is
(A) (x +ay—c)?=4az
B) (x+az —c)? = 4ay
(C) (y +ax —c)? = 4az
D) (z+ax —c)? = 4ay

25. Let f and g be two entire functions such that
If (2)] < 1g9(2)|. Then
(A) f must be a constant.
(B) f and g assume real values only.
(C) f and g does not assume any real value.
(D) f(z2) = cg(z) for some constant c.

26. If y* is an integrating factor of the differential
equation 2xy dx — (3x? — y?)dx = 0, then the value
of o« is

A) 1
B) -1
€ -4
(D) 4

27. The solution of
20,0, _ .02 200 _aN92 _ 2.
-ty (-0 =22 (x-y)
has the form
(A) p(x+y+2z,xyz) =0
B) ¢p(xyz,xy+yz+2x)=0

© ¢(xyzi+2+7)=0

1 1 1
(D) ¢(x+y+z,;+;+;)—0

28. If y,(x) and y,(x) are two linearly
) . d’y dy
independent solutions of et tay= 0,
x € D, a;,i = 1,2 are constants then
Vi Y2.
Wy, y2) = |y{ y§| 18

(A) only constant in D

(B) zero at some points of D

(C) never equal to zero in D

(D) identically equal to zero in D
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29. The solution of the differential equation
d?y
-
finite limit as x —» —o0, is

(A) y=e*+1
B) 2y=e*+1
C) y=e"-1

D) y=e™* -1

y = 1 which vanishes at x = 0 and tends to a

30. For a given nonlinear differential equation of
first order (a) singular solution contains no arbitrary
constant, (b) singular solution can be obtained from
complete primitive.

(A) (a) and (b) are both true.
(B) (a) is false but (b) is true.

(C) (a) and (b) are both false.
(D) (a) is true but (b) is false.

31. Given y =x a solution of the differential
2
equation (x? + 1)u - 2y =0, then the

dx? dx
other solution is
(A) y=x*-1
(B) y = x*
C) y=x*

(D) None of the above

32. The equation
Urx + 4Uyy + (x* + y*)U,,, = sin(xy) is
elliptic if

2
(A) T+y* =
$)§+y2<1
Xz 2
© T-y =1

2
@)%+y2>4

33. The inequality 2x; + 5x, = 8 with x{,x, = 0,
is converted into the equality 2x; + 5x, —x3 =8
with X1, X5, x3 = 0. The variable x5 is called

(A) aslack variable.

(B) a surplus variable.
(C) an artificial variable.
(D) None of the above

34. The optimal value of the objective function in
the LPP
Minimize z = 2x; + 5x,

subject to
X1 + Xy <2
X1 — Xy > 1
with x4, x5, = 0, is
7
A) 2
11
(B) =
O 1
(D) 2

35. In an M/G/1 queueing model the number of
servers is
(A) M
B) G
© 1
(D) infinity

36. If the joint pdf of X and Y, f(x,y) =3 —x—y
for 0 <x <1, 0<y<1, the marginal distribution
of Y is

A) fr=2-y

B) ) =y->

2
© /) =3-y
D) fry) =3

37. Quartile deviation or semi
deviation is given by the formula

inter-quartile

(A) Q3;—Q1

(B) Q3 — 0y

(C) Q3 ;Ql

(D) Q3 ;Ql

38. A histogram can be drawn for the distribution
with unequal class intervals by considering

(A) class frequency.

(B) height of bars proportional to class
intervals.

(C) height of bars proportional to frequency
density.

(D) None of the above



39. Inthe M /M /oo queueing model, M stands for
(A) Modulus
(B) moment
(C) memoryless
(D) matching

40. Let X and Y be two independent random
variables and let Z = aX + bY where a and b are
non-zero constants.

Then Var(Z) is

(A) aVar (X)+bVar(Y)
(B) a?Var(X) + b? Var(Y)
(©) £ Var(x) +§ Var(Y)

(D) = Var(X) +5 Var(Y)

41. The value of the constant ¢ for which the
function

_(cxe™?* forx >0,
o ={

otherwise,
is a probability density function, is
A 1
(B) 2
<€ 3
D) 4

42. For two events X and Y find which of the

following statements is false.

(A) P(Y1X) =752 provided P(X) > 0

(B) P(x|Y) = 252 provided P(Y) > 0

(©) PXIY)P(Y|X) =1
(D) P(X)P(Y) =0

43. In a 33 factorial experiment with factor P, Q
and R each at 3 levels, the interaction P2QR? is same
as the interaction

(A) PQR

(B) PQ2?R
(C) PQ*R?
(D) P2QR

A-7
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44. In the analysis of data of a randomised block
design with b block and v treatments, the error
degrees of freedom is

A b(v—-1)

B) v(b-1)

©) (b-1D(v-1)
(D) None of the above

45. The finite population correction (f.p.c.) in
sample survey is

A 2
(B) =
© 1-%
(D) 1 —%

46. If the universe from which the sample is to be
obtained is non-homogeneous, which of the following
sampling techniques will be most appropriate?

(A) Stratified Random Sampling
(B) Simple Random Sampling
(C) Cluster Sampling

(D) Systematic Random Sampling

47. If n; and n, in Mann-Whitney test are large,
the variable v is distributed with mean

ny +n2
(A) T
(B) ni—ng

nin,
© =

2
(D) nyn,

48. Analysis of variance utilises
(A) F-test
(B) x?-test
(C) Z-test
(D) t-test

[ Please Turn Over |



1515-11

49. The ratio of the likelihood function under H,
and under the entire parametric space is called

(A) probability ratio

(B) sequential probability ratio
(C) likelihood ratio

(D) None of the above

A-8

50. If the variance of an estimator attains the
Crammer-Rao lower bound, the estimator is
(A) most efficient
(B) sufficient
(C) consistent
(D) admissible
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